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Licklider’s Vision for the Internet


“Lick had this concept – all of the stuff 
linked together throughout the world, 
that you can use a remote computer, get 
data from a remote computer, or use lots 
of computers in your job.”


Larry Roberts 
Principal Architect of the ARPANET







Physics and the Web
• Tim Berners-Lee developed the Web at CERN 


as a tool for exchanging information between 
the partners in physics collaborations


• The first Web Site in the USA was a link to the 
SLAC library catalogue 


• It was the international particle physics 
community who first embraced the Web
‘Killer’ application for the Internet 
Transformed modern world – academia, 
business and leisure 







Beyond the Web?
• Scientists developing collaboration technologies that 


go far beyond the capabilities of the Web 
– To use remote computing resources
– To integrate, federate and analyse information from many 


disparate, distributed, data resources
– To access and control remote experimental equipment


• Capability to access, move, manipulate and mine 
data is the central requirement of these new 
collaborative science applications 
– Data held in file or database repositories 
– Data generated by accelerator or telescopes 
– Data gathered from mobile sensor networks







What is e-Science?
‘e-Science is about global collaboration in key 
areas of science, and the next generation of 
infrastructure that will enable it.’


John Taylor
Director General of Research Councils


Office of Science and Technology
Purpose of the UK e-Science initiative is to 
allow scientists to do ‘faster, better or 
different’ research







The UK e-Science Paradigm
• The Integrative Biology Project involves seven 


UK Universities lead by Oxford and the 
University of Auckland in New Zealand
– Models of electrical behaviour of heart cells 


developed by Denis Noble’s team in Oxford
– Mechanical models of beating heart 


developed by Peter Hunter’s group in 
Auckland


• Researchers need robust middleware services 
to routinely build secure ‘Virtual Organisations’
to support an international “collaboratory”







RCUK e-Science Funding
First Phase: 2001 –2004
• Application Projects


– £74M
– All areas of science 


and engineering
• Core Programme


– £15M Research 
infrastructure


– £20M Collaborative 
industrial projects


Second Phase: 2003 –2006
• Application Projects


– £96M
– All areas of science and 


engineering
• Core Programme


– £16M Research 
Infrastructure


– £20M DTI Technology 
Fund







Some Example e-Science Projects
• Particle Physics


– global sharing of data and computation
• Astronomy


– ‘Virtual Observatory’ for multi-wavelength astrophysics
• Chemistry


– remote control of equipment and electronic logbook
• Bioinformatics


– data integration, knowledge discovery and workflow
• Healthcare 


– sharing normalized mammograms 
• Environment


– climate modelling







CERN Users in the World – A Global VO


Europe:     267 institutes, 4603 users
Elsewhere:  208 institutes, 1632 users







Powering the Virtual 
Universe


www.astrogrid.ac.uk


Multi-wavelength showing the jet in 
M87: from top to bottom – X-ray, 
Optical, Infra-Red and Radio







International Virtual 
Observatory Alliance


• Reached international (IVOA) agreements on 
Astronomical Data Query Language, VOTable 
1.1, UCD 1+, Resource Metadata Schema


• Image Access Protocol, Spectral Access Protocol 
and Spectral Data Model, Space-Time 
Coordinates definitions and schema


• Interoperable registries by Jan 2005 (NVO, 
AstroGrid, AVO, JVO) using OAI publishing and 
harvesting







Comb-e-Chem Project
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A digital lab book 
replacement that chemists 
were able to use, and liked







Pub/Sub for Laboratory data 
using a broker and ultimately 
delivered over GPRS







Referee@source or 
Referee on demand?


• High data throughout
• Any given data set is not that important
• Cannot justify a full referee process for 


each
• Better to make data available rather 


than simply leave it alone
• Need to have access to raw data to 


allow users to check







Crystallographic e-Prints
Direct Access to Raw Data       


from scientific papers


Raw data sets can be very large 
and these are stored at National 
Datastore using SRB server 







• Design, develop and implement 
an advanced infrastructure to 
support real-time processing, 
interpretation, integration, 
visualization and mining of vast 
amounts of time critical data 
generated by high throughput 
devices. 


• Data mining, text mining
• Environmental monitoring, 


bioinformatics
• 2003: Discovery Net in Action: 


Fighting SARS in China
• 2002: Supercomputing 2002 Most 


Innovative Data Intensive 
Application Award 


• 2002: KDD CUP 2002 Scientific 
Text Mining Awards


Yike Guo (Comp Sci, Imperial)
• 3 Universities
• 7 companies
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An Example: Interactive Scientific 
Discovery with Workflow
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eDiaMoND Project


Mammograms have different 
appearances, depending on image 
settings and acquisition systems
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• Ontologies
• Annotation and Retrieval
• Image processing algorithms             
• Internet Reasoning Services 
• Automatic generation of 


patient reports


MIAKT Project







climateprediction.net


Since September 2003:
61,000 registered participants in 130 countries have…


Donated 5,000 years of computer time
Completed 33,000 experiments







Results so Far – the first steps towards 
a fully probability-based forecast







Cyberinfrastructure/                 
e-Infrastructure and the Grid 


• ‘The Grid is a software infrastructure that enables 
flexible, secure, coordinated resource sharing 
among dynamic collections of individuals, 
institutions and resources’ (Foster, Kesselman
and Tuecke)
Includes not only computers but also data 
storage resources and specialized facilities


• Long term goal is to develop the middleware 
services that allow scientists to routinely build the 
infrastructure for their ‘Virtual Organisations’







NSF ‘Atkins’ Report on 
Cyberinfrastructure


• ‘the primary access to the latest findings in a 
growing number of fields is through the Web, 
then through classic preprints and 
conferences, and lastly through refereed 
archival papers’


• ‘archives containing hundreds or thousands 
of terabytes of data will be affordable and 
necessary for archiving scientific and 
engineering information’







MIT DSpace Vision


‘Much of the material produced by 
faculty, such as datasets, experimental 
results and rich media data as well as 
more conventional document-based 
material (e.g. articles and reports) is 
housed on an individual’s hard drive or 
department Web server. Such material is 
often lost forever as faculty and 
departments change over time.’







Berlin Declaration 2003
• ‘To promote the Internet as a functional 


instrument for a global scientific knowledge 
base and for human reflection’


• Defines open access contributions as 
including:
– ‘original scientific research results, raw 


data and metadata, source materials, 
digital representations of pictorial and 
graphical materials and scholarly 
multimedia material’







The Data Deluge
• In next 5 years e-Science projects will 


produce more scientific data than has been 
collected in the whole of human history


• Some normalizations:
– The Bible = 5 Megabytes
– Annual refereed papers = 1 Terabyte
– Library of Congress = 20 Terabytes
– Internet Archive (1996 – 2002) = 100 Terabytes


In many fields new high throughput devices, 
sensors and surveys will be producing 
Petabytes of scientific data







Key Drivers for e-Science
• Access to Large Scale Facilities and Data 


Repositories
– e.g. CERN LHC, ITER, EBI


• Need for production quality, open source 
versions of open standard Grid middleware
– e.g. OMII, NMI, C-Omega


• Imminent ‘Data Deluge’ with scientists 
drowning in data
– e.g. Particle Physics, Astronomy, Bioinformatics


• Open Access movement
– To research publications and data







The Semantic Grid:
Data to Knowledge


Computational Complexity


Data
Complexity







Key Elements of a National        
e-Infrastructure (1)


1. Competitive Research Network
2. International Authentication and 


Authorisation Infrastructure 
3. Open Standard Middleware Engineering 


and Software Repository
4. Digital Curation Centre
5. Access to International Data Sets and 


Publications
6. Portals and Discovery Services







Key Elements of a National        
e-Infrastructure (2)


7. Remote Access to Large-Scale Facilities 
e.g. LHC, Diamond, ITER, ..


8. International Grid Computing Services
9. Interoperable Institutional and Subject-


specific Repositories
10.Support for International Standards
11.Tools and Services to support 


collaboration
12.Focus for Industrial Collaboration







Digital Curation?
• In 20 years can guarantee that the 


operating and spreadsheet program and 
the hardware used to store data will not 
exist


Research curation technologies and best 
practice 
Need to liaise closely with individual research 
communities, data archives and libraries


In UK part of our e-Infrastructure is the 
‘Digital Curation Centre’ in Edinburgh with 
Glasgow, UKOLN in Bath and CCLRC 







Digital Curation Centre
• Identify actions needed to maintain and utilise digital data 


and research results over entire life-cycle
– For current and future generations of users 


• Digital Preservation
– Long-run technological/legal accessibility and usability


• Data curation in science 
– Maintenance of body of trusted data to represent 


current state of knowledge in area of research 
• Research in tools and technologies


– Integration, annotation, provenance, metadata, 
security…..







Digital Preservation: The issues
• Long-term preservation


– Preserving the bits for a long time (“digital objects”)
– Preserving the interpretation (emulation/migration)


• Political/social
– Appraisal – ‘What to keep?’
– Responsibility – ‘Who should keep it?’
– Legal – ‘Can you keep it?’


• Size
– Storage of/access to Petabytes of data 


• Finding and extracting metadata
– Descriptions of digital objects







Data Publishing: The Background
In some areas – notably biology – databases are 
replacing (paper) publications as a medium of 
communication
– These databases are built and maintained with a 


great deal of human effort
– They often do not contain source experimental 


data - sometimes just annotation/metadata
– They borrow extensively from, and refer to, other 


databases
– You are now judged by your databases as well as 


your (paper) publications
– Upwards of 1000 (public databases) in genetics







Data Publishing: The issues
• Data integration 


– Tying together data from various sources
• Annotation 


– Adding comments/observations to existing data
– Becoming a new form of communication


• Provenance
– ‘Where did this data come from?’


• Exporting/publishing in agreed formats
– To other programs as well as people 


• Security
– Specifying/enforcing read/write access to parts


of your data







NERC Data 
Grid Project


• Objective is to build a Grid that makes 
environmental data discovery, delivery and 
use much easier than it is at present


• Standards compliant (ISO 19115, 19118), 
semantic data model for maximum 
interoperability


• Data can be stored in many different ways 
(flat files, databases…)


• Clear separation between discovery and use
of data







British Atmospheric 
Data Centre


British 
Oceanographic Data 
Centre


Simulations
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Complexity + Volume + Remote Access = Grid Challenge







NERC Data Grid
Metadata Taxonomy







JISC Digital Repositories 
Programme in the UK


New £4M Programme announced in June 2005 
• Projects to explore the role of digital repositories within 


learning and research and the related cultural issues and 
impediments 


• Piloting new technologies and software tools relevant to the 
digital repository area in practical testbeds


• Pilot services
– e.g. to support the discovery of resources held within repositories and 


to demonstrate the potential for common or shared services across 
repositories


• Reviewing and developing standards, specifications, 
protocols and frameworks to support this area 


• Evaluation, review and supporting studies 
– e.g. ongoing review of current digital repository practice and related 


issues such as intellectual property rights and repository data integrity 
and authenticity







The CLADDIER Project (1)
• Citation, Location, And Deposition in 


Discipline and Institutional Repositories
• Universities of Southampton and Reading and 


the British Atmospheric Data Centre at CCLRC 
• Goal:


To enable environmental scientists to move 
seamlessly from information discovery, 
through acquisition, to deposition of new 
material with all the digital objects correctly 
identified and cited







The CLADDIER Project (2)
• Will build and deploy demonstration system 


linking publications held in two Institutional 
Repositories – at Southampton and CCLRC 
– with data holdings in the British 
Atmospheric Data Centre


• Project will evaluate:
– User experiences
– Migration issues
– Data/Publication Linkage
– Methodologies and Best Practice







e-Research?
• e-Science is a shorthand for a set of 


technologies and middleware to support 
multidisciplinary and collaborative research


• UK e-Science program is ‘application 
driven’: the e-Science/Grid is defined by its 
application requirements


• There are now ‘e-Research’ projects in the 
Arts, Humanities and Social Sciences that 
are exploiting these ‘e-Science’ technologies







Semantic Grids for Museums 
and Indigenous Communities


Courtesy – Jane Hunter, DSTC


Enable museums & indigenous 
communities in distributed locations to 
collaboratively:


• discuss
• define
• annotate


rights associated with objects in 
museums







Courtesy – Jane Hunter, DSTC







Conclusions
• e-Science has the potential to transform the way the 


university community pursues research
University Libraries need to evolve to support 
collaborative e-Science


• Open access to publicly funded research results and
data is now becoming a reality
Institutional Repositories will be important elements 
of the national information infrastructure


• University libraries will need to provide advice and 
curation services for scientists
Institutional repositories will need to address data 
issues as well as research publications 
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