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S H O R T  S U M M A R Y

�Since wars begin in the minds of men and 
women it is in the�minds of men and women 
that�the defences of�peace must�be constructed�

Publicly available generative AI (GenAI) tools are rapidly emerging, and the 
release of iterative versions is outpacing the adaptation of national regulatory 
frameworks. The absence of national regulations on GenAI in most countries 
leaves the data privacy of users unprotected and educational institutions largely 
unprepared to validate the tools. 
UNESCO�s �rst global guidance on GenAI in education aims to support countries 
to implement immediate actions, plan long-term policies and develop human 
capacity to ensure a human-centred vision of these new technologies. 
The guidance presents an assessment of potential risks GenAI could pose to 
core humanistic values that promote human agency, inclusion, equity, gender 
equality, linguistic and cultural diversities, as well as plural opinions and 
expressions. 
It proposes key steps for governmental agencies to regulate the 
use of GenAI including mandating the protection 
of data privacy and considering an age limit 
for their use. It outlines requirements for GenAI 
providers to enable their ethical and e�ective use 
in education.
The guidance stresses the need for educational 
institutions to validate GenAI systems on their 
ethical and pedagogical appropriateness 
for education. It calls on the international 
community to re�ect on their long-term 
implications for knowledge, teaching, learning 
and assessment. 
The publication o�ers concrete 
recommendations for policy-makers and 
education institutions on how the uses of GenAI 
tools can be designed to protect human agency 
and genuinely bene�t students, teachers and researchers. 

Towards a human-centered approach to the use  
of generative AI

While ChatGPT  
reached 

monthly active users  
in January 2023, only  

one country has released 
regulation  

on generative AI  
in July

100 million
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Introduction

The release of ChatGPT in late 2022, the �rst easy-
to-use generative arti�cial intelligence (GenAI) tool 
made widely available to the public,1 followed by 
iteratively more sophisticated versions, sent shock 
waves worldwide, and is fuelling the race among large 
technology companies to position themselves in the 
�eld of GenAI model development.2  

Across the world, the initial concern in education 
was that ChatGPT, and similar GenAI tools, would be 
used by students to cheat on their assignments, and 
thus undermining the value of learning assessment, 
certi�cation and quali�cations (Anders, 2023). While 
some educational institutions banned the use of 
ChatGPT, others cautiously welcomed the arrival of 
GenAI (Tlili, 2023). Many schools and universities, for 
instance, adopted a progressive approach believing 
that �rather than seek to prohibit their use, students 
and sta� need to be supported in using GenAI tools 
e�ectively, ethically and transparently� (Russell Group). 
This approach acknowledges that GenAI is widely 
available, is likely only to become more sophisticated, 
and has both speci�c negative and unique positive 
potential for education. 

Indeed, GenAI has a myriad of possible uses. It can 
automate information processing and the presentation 
of outputs across all key symbolic representations of 
human thinking. It enables the delivery of �nal outputs 
by furnishing semi-�nished knowledge products. By 
freeing humans from some categories of lower-order 
thinking skills, this new generation of AI tools might 
have profound implications for how we understand 
human intelligence and learning.

But GenAI also raises multiple immediate concerns 
related to issues such as safety, data privacy, copyright, 
and manipulation. Some of these are broader risks 
related to arti�cial intelligence that have been further 
exacerbated by GenAI, while others have newly 
emerged with this latest generation of tools. It is now 
urgent that each of these issues and concerns be fully 
understood and addressed. 

This Guidance is designed to respond to this urgent 
need. However, a thematic set of guidance on GenAI 
for education should not be understood as a claim 
that GenAI is the solution to education�s fundamental 
challenges. Despite the media hyperbole, it is unlikely 
that GenAI alone will solve any of the problems facing 
education systems around the world. In responding to 
long-standing educational issues, it is key to uphold 
the idea that human capacity and collective action, and 
not technology, is the determining factor in e�ective 
solutions to fundamental challenges faced by societies.

This Guidance therefore aims to support the planning 
of appropriate regulations, policies, and human 
capacity development programmes, to ensure 
that GenAI becomes a tool that genuinely bene�ts 
and empowers teachers, learners and researchers. 
Building on UNESCO�s Recommendation on the Ethics 
of Arti�cial Intelligence, the Guidance is anchored in 
a human-centred approach that promotes human 
agency, inclusion, equity, gender equality, cultural 
and linguistic diversity, as well as plural opinions and 
expressions. 

The Guidance �rst looks into what GenAI is and how 
it works, presenting the diverse technologies and 
models available (Section 1), before identifying a range 
of controversial ethical and policy issues around both 
AI in general, and GenAI speci�cally (Section 2). This is 
followed by a discussion of the steps and key elements 
to be examined when seeking to regulate GenAI based 
on a human-centred approach � one that ensures 
ethical, safe, equitable and meaningful use (Section 3). 
Section 4 then proposes measures that can be taken to 
develop coherent, comprehensive policy frameworks 
to regulate the use of GenAI in education and research, 
while Section 5 looks into the possibilities for creatively 
using GenAI in curriculum design, teaching, learning 
and research activities. Section 6 concludes the 
Guidance with considerations around the long-term 
implications of GenAI for education and research.
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1.4 	� Emerging EdGPT and its 
implications

Given that GenAI models can serve as the basis or 
starting point for developing more specialized or 
domain-speci�c models, some researchers have 
suggested that GPTs should be renamed �foundation 
models� (Bommasani et al., 2021). In education, 
developers and researchers have started to �ne-tune a 
foundation model to develop �EdGPT�.41 EdGPT models 
are trained with speci�c data to serve educational 
purposes. In other words, EdGPT aims to re�ne the 
model that has been derived from massive amounts of 
general training data with smaller amounts of high-
quality, domain-speci�c education data.

This potentially gives EdGPT more scope to support the 
achievement of the transformations listed in Section 
4.3. For example, EdGPT models targeting curriculum 
co-designing may allow educators and learners to 
generate appropriate educational materials such as 
lesson plans, quizzes and interactive activities that 
closely align with an e�ective pedagogicalapproach 
and speci�c curricular objectives and levels of 
challenge for particular learners. Similarly, in the 
context of a 1:1 language skills coach, a foundation 
model re�ned with texts appropriate for a particular 
language might be used to generate exemplar 
sentences, paragraphs or conversations for practice. 
When learners interact with the model, it can respond 
with relevant and grammatically accurate text at the 
right level for them. Theoretically, the outputs of EdGPT 
models could also contain fewer general biases or 
otherwise objectionable content than standard GPT, 
but still might generate errors. It is critical to note that, 

unless the underlying GenAI models and approach 
change signi�cantly, EdGPT may still generate errors 
and are limited in other ways such as suggestion 
on lesson plans or teaching strategies. Accordingly, 
it is still important that the main users of EdGPT, 
especially teachers and learners, need to take a critical 
perspective to any outputs.

Currently, the re�ning of foundation models for more 
targeted use of GPT in education is at an early stage. 
Existing examples include EduChat, a foundation 
model developed by East China Normal University 
to provide services for teaching and learning, and 
whose codes, data and parameters are shared as open 
source.42 Another example is MathGPT being developed 
by the TAL Education Group - a LLM that focuses on 
mathematics-related problem-solving and lecturing for 
users worldwide.43

However, before signi�cant progress is possible, it is 
essential that e�orts are put into re�ning foundation 
models not only through adding subject knowledge 
and de-biasing, but also through adding knowledge 
about relevant learning methods, and how this can 
be re�ected in the design of algorithms and models. 
The challenge is to determine the extent to which 
EdGPT models can go beyond subject knowledge to 
also target student-centred pedagogy and positive 
teacher-student interactions. The further challenge is 
to determine the extent to which learner and teacher 
data may ethically be collected and used in order to 
inform an EdGPT. Finally, there is also a need for robust 
research to ensure that EdGPT does not undermine 
student human rights nor disempower teachers.

Guidance for generative AI in education and research      1. What is generative AI and how does it work?
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2. Controversies around generative AI and their 
implications for education

Having previously discussed what GenAI is and how it 
works, this section examines controversies and ethical 
risks raised by all GenAI systems and considers some of 
the implications for education.

2.1	 Worsening digital poverty 

As noted earlier, GenAI relies upon huge amounts of 
data and massive computing power in addition to its 
iterative innovations in AI architectures and training 
methods, which are mostly only available to the 
largest international technology companies and a few 
economies (mostly the United States, People�s Republic 
of China, and to a lesser extent Europe). This means 
that the possibility to create and control GenAI is out of 
reach of most companies and most countries, especially 
those in the Global South. 

As access to data becomes increasingly essential for the 
economic development of countries and for the digital 
opportunities of individuals, those countries and people 
who do not have access to or cannot a�ord enough 
data are left in a situation of �data poverty� (Marwala, 
2023). The situation is similar for access to computing 
power. The rapid pervasion of GenAI in technologically 
advanced countries and regions has accelerated 
exponentially the generation and processing of data, 
and has simultaneously intensi�ed the concentration 
of AI wealth in the Global North. As an immediate 
consequence, the data-poor regions have been further 
excluded and put at long-term risk of being colonized 
by the standards embedded in the GPT models. The 
current ChatGPT models are trained on data from online 
users which re�ect the values and norms of the Global 
North, making them inappropriate for locally relevant 
AI algorithms in data-poor communities in many 
parts of the Global South or in more disadvantaged 
communities in the Global North.

2.2	� Outpacing national regulation 
adaptation 

Dominant GenAI providers have also been criticized 
for not allowing their systems to be subject to 
rigorous independent academic review (Dwivedi et al., 
2023).44The foundational technologies of a company�s 
GenAI tend to be protected as corporate intellectual 
property. Meanwhile many of the companies that 
are starting to use GenAI are �nding it increasingly 
challenging to maintain security of their systems (Lin, 
2023). Moreover, despite calls for regulation from the 
AI industry itself,45 the drafting of legislation on the 
creation and use of all AI, including GenAI, often lags 
behind the rapid pace of development. This partly 
explains the challenges experienced by national or local 
agencies in understanding and governing the legal and 
ethical issues.46 

While GenAI may augment human capacities in 
completing certain tasks, there is limited democratic 
control of the companies that are promoting GenAI. 
This raises the question of regulations, in particular in 
respect of access to, and use of, domestic data including 
data on local institutions and individuals as well as 
data generated on the countries� territory. Appropriate 
legislation is needed so that local governmental 
agencies may gain some control over the surging waves 
of GenAI to ensure its governance as a public good.
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Implications for education and research

Researchers, teachers and learners should take 
a critical view of the value orientations, cultural 
standards and social customs embedded in GenAI 
training models. Policy-makers should be aware of 
and take action to address the worsening of inequities 
caused by the widening divide in training and 
controlling GenAI models.  
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2.3	 Use of content without consent 

As noted earlier, GenAI models are built from large 
amounts of data (e.g. text, sounds, code and images) 
often scraped from the Internet and usually without 
any owner�s permission. Many image GenAI systems 
and some code GenAI systems have consequently been 
accused of violating Intellectual Property Rights. At the 
time of writing, there are several ongoing international 
legal cases that relate to this issue.

Furthermore, some have pointed out that GPTs may 
contravene laws such as the European Union�s (2016) 
General Data Protection Regulation or GDPR, especially 
people�s right to be forgotten, as it is currently 
impossible to remove someone�s data (or the results of 
that data) from a GPT model once it has been trained. 

Implications for education and research

� Researchers, teachers and learners need to know the 
rights of data owners and should check whether the 
GenAI tools they are using contravene any existing 
regulations. 

� Researchers, teachers and learners should also be 
aware that the images or codes created with GenAI 
might violate someone else�s intellectual property 
rights, and that images, sounds or code that they 
create and share on the Internet might be exploited 
by other GenAI.

2.4	 Unexplainable models used to 
generate outputs

It has long been recognized that arti�cial neural 
networks (ANNs) are usually �black boxes�; that is, that 
their inner workings are not open to inspection. As a 
result, ANNs are not �transparent� or �explainable�, and 
it is not possible to ascertain how their outputs were 
determined. 

While the overall approach, including the algorithms 
used, is generally explainable, the particular models 
and their parameters, including the model�s weights, 
are not inspectable, which is why a speci�c output that 
is generated cannot be explained. There are billions of 
parameters/weights in a model like GPT-4 (see Table 2) 
and it is the weights collectively that hold the learned 
patterns that the model uses to generate its outputs. 
As parameters/weights are not transparent in ANNs 
(Table�1), one cannot explain the precise way a speci�c 
output is created by these models. 

GenAI�s lack of transparency and explainability is 
increasingly problematic as GenAI becomes ever more 
complex (see Table 2), often producing unexpected or 
undesired results. In addition, GenAI models inherit and 
perpetuate biases present in their training data which, 
given the non-transparent nature of the models, are 
hard to detect and address. Finally, this opacity is also 
a key cause of trust issues around GenAI (Nazaretsky 
et al., 2022a). If users don�t understand how a GenAI 
system arrived at a speci�c output, they are less likely 
to be willing to adopt it or use it (Nazaretsky et al., 
2022b).

Implications for education and research

Researchers, teachers and learners should be aware 
that GenAI systems operate as black boxes and that 
it is consequently di�cult, if not impossible, to know 
why particular content has been created. A lack of 
explanation of how the outputs are generated tends 
to lock users in the logic de�ned by parameters 
designed in the GenAI systems. These parameters 
may re�ect speci�c cultural or commercial values and 
norms that implicitly bias the content produced.  

Implications for education and research

Researchers, teachers and learners should be aware 
of the lack of appropriate regulations to protect the 
ownership of domestic institutions and individuals 
and the rights of domestic users of GenAI, and to 
respond to legislation issues triggered by GenAI.  

Guidance for generative AI in education and research      2. Controversies around generative AI and their implications for education





17

Implications for education and research

� The output of a text GenAI can look impressively 
human-like, as if it understood the text that it 
generated. However, GenAI does not understand 
anything. Instead, these tools string words together in 
ways that are common on the Internet. The text that is 
generated can also be incorrect.  

� Researchers, teachers and learners need to be 
aware that a GPT does not understand the text that 
it generates, that it can, and often does, generate 
incorrect statements, and that they therefore need 
to take a critical approach to everything that it does 
generate.

2.7	 Reducing the diversity of opinions 
and further marginalizing already 
marginalized voices

ChatGPT and similar such tools tend to output only 
standard answers that assume the values of the 
owners/creators of the data used to train the models. 
Indeed, if a sequence of words appears frequently in 
the training data - as is the case with common and 
uncontroversial topics and mainstream or dominant 
beliefs - it is likely to be repeated by the GPT in its 
output. 

This risks constraining and undermining the 
development of plural opinions and plural expressions 
of ideas. Data-poor populations, including marginalized 
communities in the Global North, have minimal 
or limited digital presence online. Their voices are 
consequently not being heard and their concerns are 
not being represented in the data being used to train 
GPTs, and so rarely appear in the outputs. For these 
reasons, given the pre-training methodology based 
on data from Internet web pages and social media 
conversations, GPT models can further marginalize 
already disadvantaged people. 

Implications for education and research

� While the developers and providers of GenAI models 
have the primary responsibility for continuously 
addressing biases in the datasets and outputs of 
these models, the user-side researchers, teachers and 
learners need to know that the output of text GenAI 
represents only the most common or dominant view 
of the world at the time when its training data was 
produced and that some of it is problematic or biased 
(e.g. stereotypical gender roles). 

� Learners, teachers and researchers should never 
accept the information provided by the GenAI at face 
value and should always critically assess it. 

�  Researchers, teachers and learners also must be 
aware of how minority voices can be left out, because 
minority voices are by de�nition less common in the 
training data.

2.8	 Generating deeper deepfakes 

In addition to the controversies common to all GenAI, 
GAN GenAI can be used to alter or manipulate existing 
images or videos to generate fake ones that are 
di�cult to distinguish from real ones. GenAI is making 
it increasingly easy to create these �deepfakes� and 
so-called �fake news�. In other words, GenAI is making it 
easier for certain actors to commit unethical, immoral 
and criminal acts, such as spreading disinformation, 
promoting hate speech and incorporating the faces 
of people, without their knowledge or consent, into 
entirely fake and sometimes compromising �lms.

Implications for education and research

While it is the obligation of GenAI providers to 
protect the copyright and portrait rights of users, 
researchers, teachers and learners also need to be 
aware that any images they share on the Internet may 
be incorporated in GenAI training data and might be 
manipulated and used in unethical ways. 
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examples, provide the necessary legal framework to 
regulate the collection and processing of personal 
data by the suppliers of GenAI. According to the 
Data Protection and Privacy Legislation Worldline 
portal of the United Nations Conference on Trade and 
Development (UNCTAD) 137 out of 194 countries have 
established legislation to safeguard data protection 
and privacy.48

The extent to which these frameworks are being 
implemented in those countries, however, remains 
unclear. It is therefore ever more critical to ensure that 
these are properly implemented, including regular 
monitoring of the operations of GenAI systems. It is 
also urgent for countries that do not yet have general 
data protection laws to develop them.  

Step 2: Adopt/revise and fund whole-of-
government strategies on AI 

Regulating generative AI must be part and parcel of 
broader national AI strategies that can ensure safe 
and equitable use of AI across development sectors, 
including in education. The formulation, endorsement, 
funding and implementation of national AI strategies 
requires a whole-of-government approach. Only 
such an approach can ensure the coordination of 
intersectoral actions required for integrated responses 
to emerging challenges.

By early 2023, some 67 countries49 had developed or 
planned national strategies on AI, with 61 of them 
taking the form of a standalone AI strategy, and 7 being 
chapters on AI integrated within broader national ICT 
or digitalization strategies. Understandably, given 
its novelty, none of these national strategies had yet 
covered generative AI as a speci�c issue at the time of 
writing.  

It is critical that countries revise existing national AI 
strategies, or develop them, ensuring provisions to 
regulate the ethical use of AI across sectors including in 
education. 

Step 3: Solidify and implement speci�c 
regulations on the ethics of AI

In order to address the ethical dimensions posed by the 
use of AI, speci�c regulations are required. 

The UNESCO 2023 review of existing national AI 
strategies indicates that the identi�cation of such 
ethical issues and the formulation of guiding principles 
is only common to some forty national AI strategies.50 
And even here, the ethical principles will need to be 
translated into enforceable laws or regulations. This is 
seldom the case. Indeed, only around twenty countries 
had de�ned any clear regulations on the ethics of AI 
including as they relate to education, either as part of 
national AI strategies or otherwise. Interestingly, while 
education is highlighted as a policy domain across 
some forty �ve national AI strategies,51 references to 
education are articulated more in terms of AI skills 
and talent development required to support national 
competitiveness, and less in terms of ethical issues. 

Countries that do not yet have regulations on ethics of 
AI must urgently articulate and implement them.

Step 4: Adjust or enforce existing copyright 
laws to regulate AI-generated content

The increasingly pervasive use of GenAI has introduced 
new challenges for copyright, both concerning the 
copyrighted content or work that models are trained 
on, as well as the status of the �non-human� knowledge 
outputs they produce. 

At present, Only China, European Union (EU) countries 
and the United States have adjusted copyright laws 
to account for the implications of generative AI. The 
US Copyright O�ce, for instance, has ruled that the 
output of GenAI systems, such as ChatGPT, are not 
protectable under US copyright law, arguing that 
�copyright can protect only material that is the product 
of human creativity� (US Copyright O�ce, 2023). While 
in the EU, the proposed EU AI Act requires AI tools 
developers to disclose the copyrighted materials they 
used in building their systems (European Commission, 
2021).�China, through its regulation on GenAI released 
in July 2023, requires the labelling of outputs of GenAI 
as AI generated content, and only recognizes them as 
outputs of digital synthesis. 

Regulating the use of copyrighted materials in the 
training of GenAI models and de�ning the copyright 
status of GenAI outputs are emerging as new 
accountabilities of copyright laws. It is urgent that 
existing laws be adjusted to account for this. 
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5.3.2	 Generative AI to facilitate teaching

Both the use of general GenAI platforms and the 
design of speci�c educational GenAI tools should 
be designed to enhance teachers� understanding 
of their subject as well as their knowledge on 
teaching methodologies, including through 
teacher-AI co-designing of lesson plans, course 
packages, or entire curricula. The GenAI-assisted 
conversational teachers� assistants or �generative 
twins of teaching assistants�53 that are pre-trained 

based on data from experienced teachers and 
libraries, have been tested in some educational 
institutions and may hold unknown potential 
as well as uncharted ethical risk. The practical 
application processes and further iterations of 
these models still need to be carefully audited 
through the framework recommended in this 
Guidance and safeguarded by human supervision 
as exempli�ed in Table 4.

Table 3. Co-designing uses of GenAI for research

Potential 
but 

unproven 
uses 

Appropriate 
domains of 

knowledge or 
problems

Expected 
outcomes

Appropriate 
GenAI tools and 

comparative 
advantages

Requirements 
for the users 

Required human 
pedagogical 
methods and 

example prompts

Possible risks

AI advisor for 
research  
outlines

Might be useful in well-
structured domains of 
research problems.

Developing  
and answering  
research 
questions,  
suggesting  
appropriate  
methodologies.

Potential  
transformation: 
1:1 coach for  
research  
planning

Starting with the list 
in Section 1.2, assess 
whether the GenAI tools 
are locally accessible, 
open-source, rigorously 
tested or validated by 
authorities. 

Further consider 
the advantages and 
challenges of any 
particular GenAI tool, 
and ensure that it 
properly addresses 
speci�c human needs.

The researcher 
must have a basic 
understanding of the 
topic(s). 

The researcher 
should develop the 
ability to verify the 
information, and be 
especially capable of 
detecting citations of 
non-existent research 
papers.texts and 
answering questions.

Basic ideas for the 
de�nition of research 
problems (e.g. target 
audience, issues, context), 
as well as methodologies, 
expected outcomes and 
formats. 

Write 10 potential research 
questions for [topic x] and 
rank them in importance for 
[the �eld of research y].

Need to be alert 
to the high risk of 
GenAI making up 
information (such as 
non-existent research 
publications), and 
of users being 
tempted to copy and 
paste AI-generated 
research outlines, 
which may reduce 
junior researchers� 
opportunities to learn 
from trial and error.

Generative data 
explorer and 
literature reviewer

Might be useful in 
ill-structured domains 
of research problems.

Automatic  
gathering of 
information, 
exploration of 
a wide range of 
data, proposing 
drafts of literature 
reviews, and 
automating parts 
of data  
interpretation.

Potential 
transformation:  
AI trainers for  
data exploration  
and literature  
reviews

Starting with the list 
in Section 1.2, assess 
whether the GenAI tools 
are locally accessible, 
open source, rigorously 
tested or validated by 
authorities. 

Further consider 
the advantages and 
challenges of any 
particular GenAI tool, 
and ensure that it 
properly addresses 
speci�c human needs.

The researchers 
must have a robust 
knowledge of 
methodologies 
and techniques for 
analysing data.

Progressive de�nitions 
of the problems, the 
scope of data and 
sources of literature, the 
methodologies used for 
data exploration and 
literature reviews, and the 
expected outcomes and 
their formats. 

Need to beware of 
GenAI-fabricated 
information, the 
improper handling 
of data, possible 
breaches of privacy, 
unauthorized 
pro�ling, and 
gender bias.

Need to be alert to 
the propagation of 
dominant norms 
and their threat to 
alternative norms 
and plural opinions. 
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5.3.3	 Generative AI as a 1:1 coach for the 
self-paced acquisition of foundational skills

While higher-order thinking and creativity have been 
drawing increasing attention when de�ning learning 
outcomes, there is still no doubting the importance 
of foundational skills in children�s psychological 
development and competency progression. Among 
a large spectrum of abilities, these foundational 
skills include listening, pronouncing, and writing a 

mother tongue or foreign language, as well as basic 
numeracy, art, and coding. �Drill and practice� should 
not be considered as an obsolete pedagogical method; 
instead, it should be reinvigorated and upgraded 
with GenAI technologies to foster learners� self-paced 
rehearsal of foundational skills. If guided by ethical and 
pedagogical principles, GenAI tools have the potential 
to become 1:1 coaches for such self-paced practice, as 
illustrated in Table 5.  

Table 4. Co-designing uses of GenAI to support teachers and teaching

Potential 
but 

unproven 
uses 

Appropriate 
domains of 

knowledge or 
problems

Expected 
outcomes

Appropriate 
GenAI tools and 

comparative 
advantages

Requirements 
for the users 

Required human 
pedagogical 
methods and 

example prompts

Possible risks

Curriculum  
or course  
co-designer

Conceptual knowledge 
on certain teaching 
topics and procedural 
knowledge on teaching 
methodologies. 

Assisting with 
the curriculum 
and lesson design 
process, including 
outlining or 
extending views 
on key areas 
of the target 
topic, de�ning 
the curriculum 
structure. It may 
also help teachers 
prepare tests 
and exams by 
o�ering examples 
of questions 
and rubrics 
for evaluation.

Potential  
transformation: 
AI-generated  
curriculum

Starting with the list 
in Section 1.3, assess 
whether the GenAI tools 
are locally accessible, 
open source, rigorously 
tested or validated by 
authorities. 

Further consider 
the advantages and 
challenges of any 
particular GenAI tool, 
and ensure that it 
properly addresses 
speci�c human needs.

The teachers must 
understand and 
carefully specify 
what they want the 
curriculum, courses, 
lessons, or tests to 
cover and achieve, 
whether they want 
to address procedural 
or conceptual 
knowledge, and what 
teaching theory they 
wish to apply. 

Questions to GenAI on 
suggesting the structure 
and examples of factual 
knowledge on topic(s), 
suggesting teaching 
methods and processes 
on topics or problems, or 
creating course packages 
or lesson plans based on 
topic(s) and formatting.

Human curriculum 
designers need to 
verify the factual 
knowledge and check 
the appropriateness 
of the suggested 
course packages.

The risk for GenAI to 
impose dominant 
norms and pedagogical 
methods is high.

It may inadvertently 
perpetuate 
exclusionary practices 
in favour of the already 
data-rich groups and 
reinforce inequalities 
in access to relevant 
and high-quality 
educational 
opportunities for 
data-poor groups.

Generative 
chatbot as 
teaching assistant

Conceptual knowledge 
across multiple 
domains in well-
structured problems.

Providing 
individualized 
support, answering 
questions and 
identifying resources.

Potential 
transformation: 
Generative  
twins of teachers�  
assistants

Starting with the list 
in Section 1.2, assess 
whether the GenAI tools 
are locally accessible, 
open source, rigorously 
tested or validated by 
authorities. 

Further consider 
the advantages and 
challenges of any 
particular GenAI tool, 
and ensure that it 
properly addresses 
speci�c human needs.

It supports teachers 
but targets learners 
directly, so this 
requires learners to 
have su�cient prior 
knowledge, abilities 
and metacognitive 
skills to the verify 
the outputs of 
GenAI and notice 
the misinformation. 
Thus it might be 
more appropriate 
for learners in 
higher education.

Requires the teachers to 
understand the problems 
clearly, to monitor the 
conversation and help 
learners to verify dubious 
answers provided 
by GenAI.

Based on the current 
capabilities of GenAI 
models, educational 
institutions need to 
guarantee human 
supervision of the 
responses provided 
by GenAI tools, being 
alert to the risk 
of misinformation.

It may also limit 
learners� access to 
human guidance and 
support, hindering 
the development of a 
strong teacher-student 
relationship, which is 
especially concerning 
for children.
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Table 5. Co-designing uses of GenAI as a 1:1 coach for the self-paced acquisition of foundational 
skills in learning languages and the arts

Potential 
but 

unproven 
uses 

Appropriate 
domains of 

knowledge or 
problems

Expected 
outcomes

Appropriate 
GenAI tools and 

comparative 
advantages

Requirements 
for the users 

Required human 
pedagogical 
methods and 

example prompts

Possible risks

1:1 language 
skills coach

Language 
learning, including 
conversational practice.

Engaging learners 
in conversational 
practice to help 
them improve 
listening, speaking 
and writing skills by 
o�ering feedback, 
corrections and 
modelling of the 
mother tongue or 
foreign language. 
Helping learners 
improve their 
writing skills.

Potential 
transformation:

1:1 language 
tutorials at 
beginner level

Starting with the list 
in Section 1.3, assess 
whether the GenAI tools 
are locally accessible, 
open source, rigorously 
tested or validated by 
authorities. 

Further consider 
the advantages and 
challenges of any 
particular GenAI tool, 
and ensure that it 
properly addresses 
speci�c human needs.

An age limit may 
be set for the 
independent 
conversations in 
view of the culturally 
insensitive or age-
inappropriate output 
provided by GenAI 
systems. 

The learner must have 
the initial intrinsic 
motivation to engage 
in a conversation with 
an AI system. 

The learner should be 
able to take a critical 
approach to the 
GenAI�s suggestions 
and check whether 
they are accurate. 

When using general 
GenAI platforms, human 
teachers can guide 
learners to engage 
with GenAI tools to 
request feedback for 
improvement, correction 
of pronunciation or 
examples of writing. 

For instance:

Engage me in a conversation 
in the [x] language, helping 
me to continuously improve.

Suggest some ideas to help 
me write about [topic x].

Need to be alert to 
culturally insensitive 
or contextually 
inaccurate language, 
and the inadvertent 
perpetuation of 
stereotypes or cultural 
biases.

Without proper 
pedagogical strategies 
to simulate learners� 
intrinsic motivations, 
it may limit children�s 
creativity and 
originality, leading to 
formulaic writing.

It may also limit 
opportunities for 
real-life interactions, 
plural opinions, plural 
expression, and critical 
thinking.

1:1 art coach Technical skills in 
areas of art such as 
music and drawing.

Providing 
individualized 
support, answering 
questions and 
identifying resources.

Potential 
transformation:  
1:1 art teacher  
at introductory  
levels

Starting with the list 
in Section 1.3.2, assess 
whether the GenAI tools 
are locally accessible, 
open source, rigorously 
tested or validated by 
authorities. 

Further consider 
the advantages and 
challenges of any 
particular GenAI tool, 
and ensure that it 
properly addresses 
speci�c human needs.

Learners must have 
some initial aims 
for creating art or 
music, a foundational 
understanding of 
the key elements of 
the domain of art 
or music, and basic 
abilities to analyse the 
artworks or musical 
compositions. 

Human teachers should 
ask learners to compare 
AI tools� art techniques 
with their own artwork. 
Human teachers or 
coaches must encourage 
learners to develop and 
apply their imagination 
and creativity, which 
GenAI cannot replace. 

Example prompt: 

Suggest some ideas to inspire 
me to create an image on 
[topics/ideas].

May expose children 
to inappropriate or 
o�ensive content, 
which may violate their 
right to safeguarding 
and well-being.

GenAI tools 
raise the risk of 
stopping learners 
from developing 
their imagination 
and creativity.

1:1 coach 
for coding 
or arithmetic

Conceptual 
programming 
knowledge and skills at 
the introductory level. 
It might also apply to 
the learning of basic 
mathematics.

Supporting self-
paced learning 
of basic coding 
knowledge and 
skills, �nding bugs 
in learners� coding 
and providing 
immediate 
feedback, and 
tailoring answers to 
questions.

Potential 
transformation: 

1:1 coding teacher 
at introductory 
level

Starting with the list 
in Section 1.3, assess 
whether the GenAI tools 
are locally accessible, 
open source, rigorously 
tested or validated by 
authorities. 

Further consider 
the advantages and 
challenges of any 
particular GenAI tool, 
and ensure that it 
properly addresses 
speci�c human needs.

Finding and 
de�ning a problem, 
and designing 
algorithms to solve 
the problem, remain 
the core aspects 
of learning coding 
and programming. 
Learners must have 
intrinsic motivation 
to use the coding, 
along with some 
basic knowledge 
and skills in using 
the programming 
language.

 Human teachers and 
coaches should teach basic 
knowledge and skills, and 
inspire learners to use 
computational thinking 
and programming to 
solve problems including 
through collaborative 
coding.
Example prompt: 

Suggest some unusual 
ideas for coding. 

The accuracy of 
feedback and 
suggestions remains 
a problematic issue as 
GenAI will not always 
be right.

There is a high risk 
that GenAI tools will 
prevent learners 
from developing 
computational thinking 
skills and abilities 
to �nd and de�ne 
meaningful problems 
for coding.
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5.3.4	 Generative AI to facilitate inquiry or 
project-based learning

If not used purposefully to facilitate higher-order 
thinking or creativity, GenAI tools tend to encourage 
plagiarism or shallow �stochastic parroting� outputs. 
However, given that GenAI models have been trained 

based on large-scale data, they have potential for 
acting as an opponent in Socratic dialogues or as a 
research assistant in project-based learning. Yet these 
potentials can only be leveraged through instructional/
learning design processes that aim to trigger higher-
order thinking as exempli�ed in Table 6.

Table 6. Co-designing uses of GenAI to facilitate inquiry or project-based learnin

Potential 
but 

unproven 
uses 

Appropriate 
domains of 

knowledge or 
problems

Expected 
outcomes

Appropriate 
GenAI tools and 

comparative 
advantages

Requirements 
for the users 

Required human 
pedagogical 
methods and 

example prompts

Possible risks

Socratic 
challenger

Ill-structured 
problems.

Engage learners 
in dialogue 
reminiscent 
of the Socratic 
questioning of 
prior knowledge, 
leading to the 
discovery of 
new knowledge 
or deeper 
understanding.

Potential 
transformation:

1:1 Socratic 
opponent

Starting with the list 
in Section 1.3, assess 
whether speci�c 
GenAI tools are locally 
accessible, open-
source, rigorously 
tested and validated 
by authorities. 

Further consider 
the advantages and 
challenges of any 
particular GenAI tool, 
and ensure that it 
properly addresses 
speci�c human needs.

The learner must 
have reached the 
age that allows 
them to conduct 
independent 
conversations 
with GenAI tools. 
Learners must have 
prior knowledge 
and abilities to 
check whether 
the arguments 
and information 
presented are 
accurate. 

Human teachers may 
help prepare a list 
of gradually deeper 
questions as examples 
for learners to adapt 
into prompts. Learners 
may also start with 
a broad prompt such 
as �Engage me in a 
Socratic dialogue in 
order to help me take 
a critical perspective 
towards [topic x]’ and 
then gradually deepen 
the dialogue through 
increasingly re�ned 
prompts.

The current GenAI 
tools may generate 
similar or standard 
answers that limit 
learners� exposure to 
diverse viewpoints 
and alternative 
perspectives, leading 
to an echo-chamber 
e�ect and hinder 
the development 
of independent 
thinking.

Advisor for 
project-based 
learning

Ill-structured research 
problems in science 
or social studies

Support 
knowledge 
creation through 
helping learners 
to conduct 
project-based 
learning. This 
includes GenAI 
playing a role that 
is similar to the 
research advisor 
described in 
Table 3.

Potential 
transformation:

1:1 project-
based learning 
coach

Starting with the 
list in Section 1.3, 
assess whether the 
GenAI tools are locally 
accessible, open 
source, rigorously 
tested or validated by 
authorities. 

Further consider 
the advantages and 
challenges of any 
particular GenAI tool, 
and ensure that it 
properly addresses 
speci�c human needs.

Learners could act 
as junior researchers 
in planning and 
implementing 
project-based 
learning. The 
learners must be 
old enough for the 
independent use of 
GenAI platforms. 
Learners must have 
the motivation and 
ability to engage 
in self-directed 
project-based 
learning activities, 
so that they are not 
tempted to passively 
copy and paste the 
answers provided by 
GenAI tools. 

Human teachers guide 
learners to ask GenAI 
to provide basic ideas 
for the de�nition of 
research problems as 
suggested in 4.3.1. 
Individual and group 
learners use GenAI tools 
to conduct literature 
reviews, collect and 
process data, and create 
reports. 

Learners without 
the solid prior 
knowledge and the 
ability necessary to 
verify the accuracy 
of answers may 
be misled by the 
information that 
GenAI tools provide. 
It may also limit 
learners� discussions 
and interactions 
with peers and 
reduce opportunities 
for collaborative 
learning, potentially 
harming their 
social development.
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