FROM COPILOT TO A TEAM OF AI SOFTWARE ENGINEERS
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Research engineer in scientific computing at CNRS

Co-leader of the HPC@Maths team

Member of the groupe Calcul board

Developer of open-source software

Lattice Boltzmann Methods
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SOME COMMENTS BEFORE WE START

I'm not an expert of LLM and their construction.

The world of LLM is vast and the field of possibilities almost infinite.

Some points may be wrong and lack precision.

The learning curve is steep.

I'm a baby of a one month and a half in this world.
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WHAT CAN YOU DO WITH GITHUB COPILOT ?

Code completion as you type (2,000 intelligent code completions a month)

Chat discussion to explain code, to write tests or documentation, ... (50 Copilot Chat messages a month)

Use the open files and your GitHub repositories as a knowledge base

Web search and other agents on the marketplace

Two models available: Anthropic’s Claude 3.5 Sonnet or OpenAl’'s GPT-40
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THE COPILOT ALTERNATIVES
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augment code
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https://www.augmentcode.com/
https://continue.dev/
https://www.augmentcode.com/
https://continue.dev/

WHAT MODELS DO I NEED TO CHOOSE TO HELP ME DEVELOP MY SOFTWARE ?

DO I HAVE ENOUGH RESOURCES TO USE THEM ?

WHAT ARE THE LIMITATIONS OF THESE MODELS ?
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WHERE TO FIND LILM MODELS ?

Q_ search mod Signin £ Hugging Face Search mode 4 Models ® Datasets @ Spaces ® Posts M Docs @ Enterprise Pricing *=  Logln

Discord ~ GitHub  Models

o

Get up and running with large
language models.

The Al community
building the future.

Run Llama 3.3, DeepSeek-R1, Phi-4, Mistral,
Gemma 3, and other models, locally.

Download ¥

/able for macos,
Linux, and Windows

The platform where the machine learning community

ollaborates on models, dataset: pplications.

Explore Al Apps Browse 1M+ models

gon 8 this week

s Models : Spaces Datasets

deepseek-ai/DeepSeek-V3-0324 InfiniteYou-FLUX ~** © 480 nvidia/Llama-Nemotron-Post-Training-Da..
Flexible Photo Recrafting While Preserving Your Identity Updated 10

Ollama website

Quen/Qwen2.5-0mni-78
Updated 1 day a 03k

manycore-research/SpatiallM-Llama-18
Updated 7 days ago - % 6.14k

ByteDance/InfiniteYou

Updated 3 days a

dsasd/SmolDocling-256M-preview
Updated s davs oz g S

LM %
Large Animatable Human Model

Gemini Co-Drawing N
Gemini 2.0 native image generation co-doodling

Stable Virtual Camera %
Generate virtual camera views from inputimages.

HunyuanT1 @

glaiveai/reasoning-vi-26m
Jpdated 9 days ago 1

FreedomIntelligence/medical-ol-reasoni.

facebook/collaborative_agent_bench
Jpdated 8 days ago a7

a-m-team/AM-DeepSeek-R1-Distilled-1.4M
bout ) k. 06

Hugging Face website
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https://ollama.com/
https://ollama.com/
https://huggingface.co/
https://huggingface.co/
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https://huggingface.co/
https://huggingface.co/

LEARDERBOARDS

& & th

Problem Statement

You are given a positive integer
array ‘'nums’. Return the total
frequencies of elements in
‘nums’ such that those

User Solution

def count(nums):
freq = Counter(nums)
cnts = freg.values()
max_freq = max(cnts)

Input return (
elements all have the cnts. count(max_freq)#*
maximum frequency. nums = [1,3,3,4,4] ) max_freq
/ '\-——:___--_-______ - —
- B _ R ---"‘-——_.';__..‘
/ Code Generation \ (/ Self Repair Test Output Prediction Code Execution
def count(nums): = def count(nums): Stpd-Sani 4 have the

k for k, v
freq.items(

1)
\__ return count

freq = Counter(nums)
max = freq.values()
count = len([

if v == max

freq = Counter(nums)
max = freqg.values()
> count = len([
k for kK, v in
freq.items()
if v == max

1)

in

)

X E

.

/ \_ return count FiNaX

count([1,3,3,4,4])==7?

maximum frequencnes Ans is 4

Step 2. max frequency is 2
Step3.2*2is4
Step 4. Ansis 4

LiveCodeBench: https://arxiv.org/pdf/2403.07974
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https://arxiv.org/pdf/2403.07974
https://arxiv.org/pdf/2403.07974

LEARDERBOARDS

2nch/leaderboard

LiveCodeBench: Holistic and
Contamination Free Evaluation of Large
Language Models for Code

B Paper © Code & Data A Home

Code Generation Self Repair Test Output Prediction Code Execution

349 problems selected in the current time window.You can change start or end date to change the time window.

We estimate cutoff dates based on release date and performance variation. Feel free to adjust the slider to see
the leaderboard at different time windows. Please offer feedback if you find any issues!

01/09/2023 01/06/2024

L ®

Rank Model Pass@l v Easy-Pass@l Medium-Pas
GPT-40-2024-85-13 45.6 88.3 33.2

1 GPT-4-Turbo-2024-04-09 44.7 85.3 33
2 GPT-4-Turbo-1106 39.7 84.4 24
3 6PT-4-0613 36.9 78.4 21.2
4 Gemini-Pro-1.5-May 35.7 76 19.4
5 Claude-3-0pus 35.4 78.8 16.3
Codestral-Latest 32.2 69 18.7

6 Gemini-Flash-1.5-May 30 68.1 12.6
7 LLama3-70b-Ins 28.3 60.7 15.8
8 Claude-3-Sonnet 26.9 67.6 6.3
9 Gemini-Pro-1.5-April (n=1) 26.9 56.5 14.3
10 Mixtral-8x22B-Ins 26.4 59.8 12.7
11 Mistral-Large 26 60.2 10.9
an APT 7 £ Tiaka A1nE ar e £ o 10 o

Code Generation

Self
S0 60 70 80 9b100Repair

Code
Execution

Test Output Prediction

—Claude3-0 —GPT3.5-Turbo —GPT4
—GPT4-Turbo —DSCoder 33B —Cllama 34B
—Gemini-Pro —Claude3-S —Mistral-L

Other leaderboards

e Code evaluation
= BigCode’'s Models Leaderboard
= BigCode’s BigCodeBench
= Meta’s CyberSecEval
¢ Mathematics abilities
= NPHardEval
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https://huggingface.co/spaces/bigcode/bigcode-models-leaderboard
https://huggingface.co/spaces/bigcode/bigcodebench-leaderboard
https://huggingface.co/spaces/facebook/CyberSecEval
https://huggingface.co/spaces/NPHardEval/NPHardEval-leaderboard
https://huggingface.co/spaces/bigcode/bigcode-models-leaderboard
https://huggingface.co/spaces/bigcode/bigcodebench-leaderboard
https://huggingface.co/spaces/facebook/CyberSecEval
https://huggingface.co/spaces/NPHardEval/NPHardEval-leaderboard

CAN I USE LLM MODELS LOCALLY ?

S
qwen2.5-coder:7b

(£ Edit Model Instructions

1 GPU A100 - Juliet
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7 Edit Model Instructions

MacBook Pro M1

Add Split Chat T e
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MSTY

o Offline-first, online-ready
Works seamlessly offline while supporting online models.

e Parallel multiverse chats
Compare responses from different Al models in real-time.

e Unified access to models
Supports models from Hugging Face, Ollama, and Open Router.

¢ Prompt management
Offers alibrary of prompts and allows custom additions.

e Ultimate privacy
No personal data leaves the user’s machine
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https://msty.app/
https://msty.app/

BUT FINALLY WHAT DO I NEED ?

' (Open-source scientific sofware

. unurw ‘ Z.':‘Z?LZ‘“
e Tohave an Al assistant that knows , (g) renmems S

(= Zoalnpal) L —

. — T bicloamob o s
= the programming language | use | | (oo e
" roono\aol)

. . { . - v 3% o oh;%n‘o)l':‘:) rz:::ull:;;mﬂmn
= the documentation of my third-party | AW | iy

. . A g Y o, Totlon)
|IbrarI€S v e e - 00 ) \ E :mon:enn

umwnw-oh. mmdnlonncllnnmn‘bm S 1‘

= my software and the mathematics
behind it

e Specialized models for each step of development
e Not toiterate over LLM models again and again

e To have a memory of what was done
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WHAT WE CALL AN AGENT ?

Simple Agent

LLM Model Tool Integration

LLM model provides Tool integration enhances
language understanding agent's functional
and generation. capabilities.

ia4dev-2025 - -1 April 2025



Multi-agents for software development

Review and
Selection
Implementatlon A reviewer evaluates

Loop the work of each
developer team and

Junior developers selects the best parts.

implement the
AlgOYithM algorithm, while

Overview testers find and
report bugs for

correction.

An analyst constructs
a detailed overview
of the algorithm
based on the search
Web Search results.

An agent conducts a
web search to gather
information on the
Hilbert curve.
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USE CASE: DEPIXELIZING

SIGGRAPH 2011

Johannes Kopf Dani Lischinski

Microsoft Research  The Hebrew University

Ty

Nearest-neighbor result (Original: 40 x 16 pixels) Our result

Naive upsampling of pixel art images leads to unsatisfactory results. Our algorithm extracts a smooth, resolution-
independent vector representation from the image which is suitable for high-resolution display devices (Image © Nintendo
Co., Ltd.).
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USE CASE: HILBERT CURVE

def rot(n, x, y, rx, ry):
if ry ==
if rx == 1:
Xx=n-1-x
y=n-1-y
return y, X
return x, y

def d2xy(n: int, d: int):

t =d

x =y =0

s =1

while (s < n):
rx 1 & (t//2)
ry =1 & (t © rx)
X, Yy = rot(s, %X, y, rx, ry)
X += s * rx
y += s * ry
t = t//4
s *= 2

return x, y

if name == "_main_ ":
x =y =0
n =38
coords = []

for i in range(1l<<n):
coords.append(d2xy(1l<<n, 1))
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HOW CAN I ENRICH A GENERIC LLM MODEL ?
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Fine-Tuning a Large Language Model

@ Prepare Data

Collect and diversify relevant data

@g) Choose Strategy

Select fine-tuning methods

g
@{8 split Data

Divide data for evaluation

- O.'L]ql Select Optimizer

Choose efficient learning algorithms

DS Train Model
SO rain Mode

Implement iterative training process
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Retrieval-Augmented Generation Process

Indexing Auvgmentation
Data is converted into Retrieved information is
embeddings and stored in a integrated into the LLM's
vector database. prompt through engineering,.

Retrieval Generation
A document retriever selects The LLM generates output
relevant documents based using the augmented query
on the user query. and retrieved documents.
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Cache avugmented generation

Knowledge
Preloadin
9 Inference

Documents are Execution

encoded into a KV Cache
cache User queries are Resetting
processed using
the KV cache The cache is reset

for new sessions
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Web search (Tavily, DuckDuckGo, Brave, ...)

Python script execution

GitHub interactions
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FROM SCRATCH

LangChain LangGraph

A\ Pydantic 42 PydanticAlL



THE MULTI AGENT TOOLS

CrewAlis alean, lightning-fast Python framework built entirely from scratch—completely independent of

LangChain or other agent frameworks.

Langflow is a new, visual framework for building multi-agent and RAG applications. It is open-source, Python-

powered, fully customizable, and LLM and vector store agnostic.

AutoAgent is a Fully-Automated and highly Self-Developing framework that enables users to create and deploy

LLM agents through Natural Language Alone.

SmolAgents is the simplest framework out there to build powerful agents!
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https://www.crewai.com/
https://www.langflow.org/
https://github.com/HKUDS/AutoAgent
https://huggingface.co/docs/smolagents/index
https://www.crewai.com/
https://www.langflow.org/
https://github.com/HKUDS/AutoAgent
https://huggingface.co/docs/smolagents/index

SOME DEMOS
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SO, WHAT DID I LEARN?

The context is probably the most important.

XML can help you structure your output messages.

It's not that simple to get the tools and the LLM to talk to each other.

There are so many software packages out there that it's hard to choose the right one.

| won't be getting a team of Al assistants working on my software developments any time soon.

But I'm not done yet !!
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Model Context Protocol
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https://www.anthropic.com/news/model-context-protocol
https://www.anthropic.com/news/model-context-protocol

REFERENCES

e More about RAG
Advanced RAG Techniques: Elevating Your Retrieval-Augmented Generation Systems

e More about CAG
Don't Do RAG: When Cache-Augmented Generation is All You Need for Knowledge Tasks

e |fthereisonly one article that you need to read
A survey on LLM-based multi-agent systems: workflow, infrastructure, and challenges

e Prompt examples on various topics
fabricis an open-source framework for augmenting humans using Al
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https://github.com/NirDiamant/RAG_Techniques
https://arxiv.org/pdf/2412.15605v1
https://link.springer.com/content/pdf/10.1007/s44336-024-00009-2.pdf
https://github.com/danielmiessler/fabric
https://github.com/NirDiamant/RAG_Techniques
https://arxiv.org/pdf/2412.15605v1
https://link.springer.com/content/pdf/10.1007/s44336-024-00009-2.pdf
https://github.com/danielmiessler/fabric

THANK YOU FOR YOUR ATTENTION
AND THANKS TO MESONET

ESPECIALLY THE ROMEO TEAM TO LET ME USE THEIR COMPUTING RESOURCES !

https://github.com/gouarin/2025-04-iaddev
https://github.com/gouarin/lim4code
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https://github.com/gouarin/llm4code
https://github.com/gouarin/2025-04-ia4dev
https://github.com/gouarin/llm4code

