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Siloed Science,
Gen Al might
just save the day

Scientific knowledge grows
exponentially more complex and
siloed, with millions of papers
published yearly making traditional
literature discovery nearly
impossible -

just as LLMs emerge with their
unprecedented ability to understand,
synthesize, and discover hidden
connections across domains, creating
a unique opportunity to
revolutionize how researchers
explore and build upon existing
knowledge.
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There has been no viable
open alternative

Privacy & Control Gap

Researchers are forced to rely on
proprietary black-box platforms, giving up
control of their sensitive data and research
processes.

We need private, sovereign alternatives.

Need For Infrastructure

Even advanced gen Al models aren't
enough - scientific research requires
dedicated infrastructure for search,
retrieval, processing, and reasoning over
complex documents.

No open solution combines these critical
capabilities.

scholasticai

Small Language Models
Performance Issues

Current open-source SLMs are still too big
and lack multilingual capabilities to be
viable and efficient locally, while
proprietary platforms lead to economic
dependency and usage of massive
compute resources.

We need frugal yet performant solutions
that can run locally on modest hardware.
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LLM Stack

Tailored For Research

Tiny Models Local
Orchestration

The assistant is powered by an
orchestration of 3 models with

LlamaFiles inference local server.

»

Complex
Document
Processing, Fast

The retrieval is based on a
document processing pipeline,
integrating a fine-tuned yolov
model, allowing to efficiently

transform scientific articles with
complex layouts into usable and
contextualized embedded chunks.

scholasticai

LLM-Enhanced
Search

Users’ questions are transformed
into augmented structured json
queries to OpenAlex API, allowing
for far more pertinent, yet
computationally efficient search
results.
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ocal Assistant Running
h Modest Hardware

Il Library Projects

& Transformers project

What is the main feature of the
Transformers architecture?

The primary feature of the Transformers architecture is the self-attention
mechanism 1 . This allows the model to weigh the importance of different words
in a sentence dynamically and compute rxelationships between them, which
helps in capturing long-range dependencies and contextual information
efficiently 2 . Transformers also use an encoder-decoder architecture and avoid
sequential operations, enabling them to be parallelised more effectively than
traditional models like recurrent neural networks (RNNs) 1 3.

References

1 [ Attention s all you need.pdf

2 [ An_introduction_to_Transformers.pdf

3 @ Transformer machine learning language model for auto-alig... %J Open Alex
) War

About Login

Local sources

fq P > b
+ Add new file

[ Dreamed Movement E... sorimotor Cortex.pdf
[ Genetic determinants o... iometabolic health.pdf
[ Real-time dialogue between... REM sleep.pdf
[ Dreaming and the brain.pdf

[ The neural correlates of dreaming.pdf

Online sources

@ Open Alex enabled v/

Efficiently running with the following
minimum specifications:

scholasticai

0S: Windows/macOS
Memory: 8 giga ram
Processors:

O

O

Apple Silicon: M1 or newer
Intel: Core i5 (8th gen or
newer)

AMD: Ryzen 3 (3000 series or
newer), Ryzen 5 (3000 series
or newer)
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LLM-enhanced Search In OpenAlex

l] Library Projects

& New research project

Type your question or choose one of the queries

Create a summary of all uploaded files

Why do some people never remember their
dreams?

Can we communicate with dreamers while they
sleep?

What's the role of the prefrontal cortex in
dreaming?

Save as a note

About Log in

Local sources

i PDF files to b

+ Add new file

[ Dreamed Movement E... sorimotor Cortex.pdf
[ Genetic determinants o... iometabolic health.pdf
[ Real-time dialogue between... REM sleep.pdf
[ Dreaming and the brain.pdf

[ The neural correlates of dreaming.pdf

Online sources

@ Enable Open Alex
> arXiv (coming soon)

X < - $in Caknls ~ ~ N
\ Semantic Scholar (coming soon)

scholasticai

With the online mode, users
gain access to the largent
constantly updated

This ensures users can tap into
the latest scientific works and
resources, enhancing their
research capabilities with the
serendipitous discovery of
resources through the

, including books
and journal articles, in
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Personal Li

ll Library Projects

brary

About

Login

Library Q Search
Title Authors Year Field of study Language
Vv Transformers project
Attention Is All You Need.pdf Ashish Vaswani, Noam Shazeer, Niki 2017 Artificial Intelligence English
Parmar and 5 more
Article2.pdf Ashish Vaswani, Noam Shazeer, Niki 2020 Computer Vision English
Parmar and 5 more
Article3.pdf Ashish Vaswani, Noam Shazeer, Niki 2000 Computer Vision English
Parmar and 5 more
Article4.pdf Ashish Vaswani, Noam Shazeer, Niki 2012 Artificial Intelligence English
Parmar and 5 more
Article5.pdf Ashish Vaswani, Noam Shazeer, Niki 2022 Big Data Analytics English
Parmar and 5 more
Note.doc Unknown Unknown  Unknown English

> Another project

> Another project

|+ Add new file

scholasticai

The assistant allows users to
operate locally with their own
locally hosted files, similar to
Zotero, enabling

of personal
(or previously downloaded via
OpenAlex) scientific
materials.
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eneration with Sources Citation

ll Library Projects About Login

& Transformers project

What is the main feature of the
Transformers architecture?

The primary feature of the Transformers architecture is the self-attention
mechanism 1 . This allows the model to weigh the importance of different words
in a sentence dynamically and compute rxelationships between them, which
helps in capturing long-range dependencies and contextual information
efficiently 2 . Transformers also use an encoder-decoder architecture and avoid
sequential operations, enabling them to be parallelised more effectively than
traditional models like recurrent neural networks (RNNs) 1 3.

References

1 [ Attention is all you need.pdf

i ani, N

2 [ An_Introduction_to_Transformers.pdf

3 @ Transformer machine learning language model for auto-alig... @ Open Alex

Save as a note

Local sources

Add PDF files to be incl
+ Add new file
[ Dreamed Movement E... sorimotor Cortex.pdf
[ Genetic determinants o... iometabolic health.pdf
[ Real-time dialogue between... REM sleep.pdf
[ Dreaming and the brain.pdf
[ The neural correlates of dreaming.pdf
Online sources
nclu e databa our search

@ Open Alex enabled v/
W

X_ arXiv (coming soon)

' Semantic Scholar (coming soon)

scholasticai

ScholasticAI enables
transparent research by
generating responses with
direct citations to both local
documents and academic
databases like Open Alex.
Each claim is linked to its
source through numbered
references, letting
researchers
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Advanced References Auditability

EXPLORING THE LIMITS OF TRANSFER LEARNING

Scaling strategy GLUE CNNDM  SQuAD SGLUE EnDe
* Baseline 8328 192 8088 TL36 2698 3982  27.65
1x size, 4x training steps 33 9 8245 TAT2 2708 27.93
4x batch size 8460 19 8252 TASL 2107 2784
2x training steps 8418 TIIS 2752 2819
x size, 1x training steps 973 8386 7804 2747 4071 2810
4x ensembled 8309  TLTA 2805 2857
4x ensembled, fine-tune only  84.05 8236 7L 2755 4022 28.09

Table 13: Comparison of different methods of scaling up our baseline model. All methods W h 1
cxoop anamabling s uned models 1 4 the computaton as he baeline, en generating a response,
“Size” refers to the number of parameters in the model and “training time” refers

to the number of steps used for both pre-training and fine-tuning, users can | nstant |_y Vi ewt h e
for 4x as many steps (Shallue et al., 2018). We include an additional experiment where we exact page or sect i on be i n g

train our baseline model with a 4x larger batch size to compare these two cases.

1t is common practice on many of the benchmarks we consider to eke out additional g Q
performance by training and evaluating using an enscmble of models. This provides an referenced by clickin gon
orthogonal way of using additional computation. To compare other scaling methods to
ensembling, we also measure the performance of an ensemble of 4 separately pre-trained and . . .
fine-tuned models. We average the logits across the ensemble before feeding them into the t t ll th t
cxtpat solmex nonlacarcy tc obatn an aggegate predictin. Tosend of pretraiing 4 citations, allowin em 1o
separate models, a cheaper alternative s to take a single pre-trained model and produce 4 . .
separate fine-tuned versions. While this does not use our entire 4x computational budget, f t t d
we also include this method to see if it produces competitive performance to the other scaling veri y context and accu racy n
methods.

The performance achieved after applying these various scaling methods is shown in rea l't| me

Table 13. Unsurprisingly, increasing the training time and/or model size consistently

improves the baseline. There was no clear winner between training for 4x as many steps
or using a 4x larger batch size, though both were beneficial. In general, increasing the
model size resulted in an additional bump in performance compared to solely increasing
the training time or batch size. We did not observe a large difference between training a
2x bigger model for 2x as long and training a 4x bigger model on any of the tasks we
studied. This suggests that increasing the training time and increasing the model size can be

complementary means of improving performance. Our results also suggest that ensembling
provides an orthogonal and effective means of improving performance through scale. In some
tasks (CNN/DM, WMT English to German, and WMT English to Romanian), ensembling 4
completely separately trained models significantly outperformed every other scaling approach.
Enscmbling models that were pre-trained together but fine-tuned separately also gave a
substantial performance increase over the baseline, which suggests a cheaper means of
improving performance. The only exception was SuperGLUE, where neither ensembling
approach significantly improved aver the baseline.

We note that different scaling methods have different trade-offs that are separate from
their performance. For example, using a larger model can make downstream fine-tuning and
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Why this
moment Is
Important

11

We are experiencing

, supported by an
Increased emphasis to
privacy-first and sustainable
solutions, as well as maturing Al
regulations in EU and
internationally.

With the

, 1t is vital for
us to be able to double down on
our go-to-market efforts, which
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